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1. The semantics and logic of quantum computation.
2. Focus on the common ground between the classical, probabilistic and quantum setting (States, predicates, ...)
3. Identify relevant structure (Effect algebras, ...)
4. Organise it with category theory and formal logic.
5. Ambition: to make quantum computation more accessible to existing methods and techniques (of categorical logic, ...)
6. On the horizon: a categorical toolkit including a type theory to formally verify quantum programs.
7. In this paper ... some advances on state spaces, but we'll come to that!
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(Rather weak assumptions!)
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- Negation of predicate: $X \underset{\neg p}{p} 1+1 \xrightarrow{\left[\kappa_{2}, \kappa_{1}\right]} 1+1$
- Convex combination of states $1 \underset{\lambda \omega+(1-\lambda) \varrho}{\lambda} 1+1 \xrightarrow{[\omega, \varrho]} X$
- Predicates $p, q$ are summable whenever there is a $b$ such that

and then their sum is given by $p \otimes q=\left[\kappa_{1}, \kappa_{1}, \kappa_{2}\right] \circ b$.
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1. $\mathbf{E M o d}_{M}^{\mathrm{op}}$ is an effectus; Pred: $\mathbf{C} \rightarrow \mathbf{E M o d}_{M}^{\mathrm{op}}$ preserves + .
2. $\operatorname{Conv}_{M}$ is not an effectus; Stat: $\mathbf{C} \rightarrow \operatorname{Conv}_{M}$ does not always preserve coproducts.

So what? They block treating conditional probability in an effectus.
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This is a convex set over $[0,1]$

1. (that is, algebra for the distrubution monad over $[0,1])$ :
2. A convex set $A$ is cancellative if for $\lambda \neq 1$, $\lambda x+(1-\lambda) y_{1}=\lambda x+(1-\lambda) y_{2} \quad \Longrightarrow \quad y_{1}=y_{2}$.
3. Theorem For a convex set $A$ over $[0,1]$ t.f.a.e.
3.1 $A$ is cancellative;
$3.2\left[\kappa_{1}, \kappa_{2}, \kappa_{2}\right],\left[\kappa_{2}, \kappa_{1}, \kappa_{2}\right]: A+A+A \longrightarrow A+A$ are jointly injective;
3.3 $A$ is isomorphic to a convex subset of a real vector space.
4. The full subcategory $\operatorname{Conv}_{[0,1]}$ of $\operatorname{Conv}_{[0,1]}$ of cancellative convex sets over $[0,1]$ is an effectus!
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Stat: $\mathbf{C} \longrightarrow$ Conv $_{[0,1]}$ preserves coproducts if $\ldots$
C has normalisation:
For every $1 \xrightarrow{\sigma} X+1$ with $\sigma \neq \kappa_{2}$ there is a unique $1 \xrightarrow{\omega} X$ such that the following diagram commutes.
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1. Every category above is an effectus; every functor above preserves coproducts.
2. For the relation with conditional probability, see Section 6 of the paper.
3. For more about effectuses:

Bart Jacobs, New Directions in Categorical Logic, [...], arXiv:1205.3940v3.

